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Overview 
	This course will focus on Data Mining & Knowledge Discovery Algorithms and their

 applications in solving real world business and operation problems. We concentrate on

 demonstrating how discovering the hidden knowledge in corporate databases will help

 managers to make near-real time intelligent business and operation decisions. The course

 will begin with an introduction to Data Mining and Knowledge Discovery in Databases.

 Methodological and practical aspects of knowledge discovery algorithms including: Data

 Preprocessing, k-Nearest Neighborhood Algorithm, Machine Learning and Decision

 Trees, Artificial Neural Networks, Clustering, and Algorithm Evaluation Techniques

 will be covered. Practical examples and case studies will be presented throughout the

 course.




Introduction to Course

	Yahoo generates over 10 terabytes of data per day. This is the equivalent of the entire contents of the library of congress. NASA Earth Observing System (EOS) generates 50GB of image data per hour. The explosive growth of many businesses, government, and scientific databases, over the last decade, has far outpaced our ability to extract knowledge from data using the traditional approaches. Advances in data collection technology, such as faster, higher capacity, cheaper storage devices, better data management systems and data warehousing technology has created “mountains” of stored data. The current reality is that technology leaders need to be able to extract knowledge from data a lot faster in order to arrive at timely intelligent decisions. In fact, they need to be provided with the capability of “knowledge retrieval” that matches the speed of thought. 




Relationship of Course to Rest of Curriculum
	This course is required for Knowledge Management/Data Mining Concentration


Learning Goals

	After taking this course, the student will be able to:

1. Recognize, define, describe, and clearly state the objectives of Knowledge Discovery 

    in Databases. 

2. Identify relevant data and corresponding Databases and data Warehouses from which 

    Knowledge can be extracted. 

3. Specify how to access the relevant data.

4. Preprocess the data (Clean, Integrate, and Transform).

5. Specify proper algorithm(s) and discovery techniques.

6. Determine existing software (say SAS) to execute specified algorithms/ techniques.

7. Discover models, patterns, dependencies that will enable predictions, make intelligent 
    business and operation decisions, learn and extract nuggets of knowledge.

8. Present and document results.

9. Input the extracted knowledge to the next iterative steps (business/operation/scientific decision and/or next profound question for Knowledge Discovery in Databases).




Pedagogy

	The course will employ lectures, class discussion, in-class individual and team assignments, and individual and team homeworks and projects. Students will make presentations during the class. An End-to-End Knowledge Discovery in Databases Project developed and executed during the semester by each students using a real world data set and SAS Enterprise Miner. The result is documented as a research project and presented at the class.



Required Text(s)

	1. Discovering Knowledge in Data: An introduction to Data Mining, Daniel T. Larose, John Wiley, 2005

2.   Getting Started with SAS Enterprise Miner 5.2 by SAS (resources)
3.   Data Mining Using SAS Enterprise Miner: A Case Study Approach by SAS 



Assignments

	There will be weekly exercises and bi-weekly projects/case studies. A final project: an

 end-to-end real world knowledge discovery project including execution, documentation

 and presentation of the result.

The final project papers / presentations are due prior to the last two meeting




	Assignment
	Grade 

Percent

	In-class exercises (1% each) 
	10%

	Mid-term
	20%

	Project review and progress 
	20%

	Final project / research paper and presentations
	50%

	Total Grade
	100%


Ethical Conduct

	The following statement is printed in the Stevens Graduate Catalog and applies to all students taking Stevens courses, on and off campus.

“Cheating during in-class tests or take-home examinations or homework is, of course, illegal and immoral.  A Graduate Academic Evaluation Board exists to investigate academic improprieties, conduct hearings, and determine any necessary actions.  The term ‘academic impropriety’ is meant to include, but is not limited to, cheating on homework, during in-class or take home examinations and plagiarism.“

Consequences of academic impropriety are severe, ranging from receiving an “F” in a course, to a warning from the Dean of the Graduate School, which becomes a part of the permanent student record, to expulsion.

Reference:  
The Graduate Student Handbook, Academic Year 2003-2004 Stevens

Institute of Technology, page 10.

Consistent with the above statements, all homework exercises, tests and exams that are designated as individual assignments MUST contain the following signed statement before they can be accepted for grading. ____________________________________________________________________ 

I pledge on my honor that I have not given or received any unauthorized assistance on this assignment/examination. I further pledge that I have not copied any material from a book, article, the Internet or any other source except where I have expressly cited the source.

Signature ________________



Date: _____________

Please note that assignments in this class may be submitted to www.turnitin.com, a web-based anti-plagiarism system, for an evaluation of their originality. 




Course Schedule (can follow instructor’s own style)

	Lecture

Number
	Date
	Topic Covered/Readings/Assignments

	1.
	
	1. What is Data Mining & Knowledge Discovery?

2. The Six Phases of  Data Mining



	2.
	
	Five Business and Operations Applications

	3.
	
	1. Data Cleaning

2. Handling Missing Data

3. Identifying Misclassifications 



	4. 
	
	1. Graphical Methods for Outliers

2. Data Transformation: Min-Max Normalization; Z-Score Standardization

	5.
	
	1. Supervised and Unsupervised Learning

2. Methodology for Supervised Learning 

3. k-Nearest Neighbor Algorithm

4. Distance Function

5. Database Considerations



	6. 
	
	1. k-Nearest Neighbor Algorithm for estimation and prediction

2. Choosing k

3. Case Study



	7.
	
	1. C4.5 Algorithm

2. Classifications and Regression Trees (CART) Algorithm



	8. 
	
	1. Decision Rules

2. Comparison of the C4.5 and CART Algorithms Applied to Real Data

3. Case Studies



	9.
	
	1. Human Brain
2. Input and Output 

3. Neural Network for Estimation and prediction

4. Summation Function

5. Sigmoid Activation Function 

6. Midterm Exam



	10
	
	1. Back-Propagation Algorithm

2. Terminating Criteria 

3. Learning Rate

4. Applications of ANN

5. Case Study



	11.
	
	1. Clustering Task

2. Hierarchical Clustering Methods

3. k-Means Clustering



	12.
	
	1. Applications of k-Means Clustering

2. Applications of k-Means Clustering Using SAS Enterprise Miner

3. Case Study



	13.
	
	 Model Evaluation Techniques

	14.
	
	Projects and Papers Presentations  

An End-to-End Knowledge Discovery and Data Mining Project developed and executed during the semester by each students using a real world data set and SAS Enterprise Miner. The result is documented as a research project and presented at the class.
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